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EU Announced Fundmg

EU to double supercomputlng funding to €1.2bn

By Jack Clark, ZDNet UK, 16 February, 2012 16:11 3 Follow @mappingbabel

Daily Newsletters NEWS Supercomputing in Europe is set to get a boost after the European Commission
announced plans to double its funding of high-performance computing.

Sign up to ZDNet UK's

daily newsletter. Annual investment in supercomputing equipment, training and research will go from €630m (£522m)
to €1.2bn to help Europe "reverse its relative decline in HPC use and capabilities", the Commission

Topics said in a statement on Wednesday.
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Three Exascale Platform Projects Started in Oct-2011 to
Explore European Prototype Architectures

Goal: jumpstart exascale platforms for Europe
Joint funding: EC + (some) member states

Immediate investment modest; S63M total across 3 years ($21M/year)
— Mont-Blanc Project (14.5M<€ total)

e European: ARM (UK), STMicro (France/Italy), BULL (France)
e +research teams from labs / universities

— DEEP Project (18.5M<€ total)
e EU/US: EXTOLL(German), Intel (US) w
e +research teams from labs / universities

— CRESTA Project (12M<€ total)

e Vampir (German), Cray (UK), Allinea (UK) C R EST@

e +research teams from labs / universities

EESI Plan requests significant, sustained investments in 2 or 3 tracks for 2012
— 500M¢<£ - 1000M£ over 10 years
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Kobe Japan:
Advanced Instituted for Computational Science




Japan: Current #1: The “K” Computer

The heart of the K computer consists of 80,000 Fujitsu’s SPARC64 VIIIfx CPUs
SPARC64™ VIlifx Chip Overview

* Architecture Features i e .
gy 864 Cabinets

« 8cores
+ Shared 5 MB L2%
+ Embedded Memory Controller
« 2GHz
* Fujitsu 45nm CMOS
o 22.7mm X 22.6mm
« 760M transistors
« 1271 signal pins
* Performance (peak)

- 128GFlops 24 Boards /

« 64GB/s memory throughput
* Power Cabinet
« 58W (TYP, 30°C) “
« Water Cooling — Low leakage | .
power and High reliability

™
SPARC 64 v"Ifx All Rights Reserved,Copyright®© FUJITSU LIMITED 2009

DDR3 interface

Fujitsu SPARC64™]Xfx A

I n amazing accompllshment, '
| with unique and advanced
system software

Sept 2011: New chip announced
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Dawning Nebulae: 3PFlops (2010) Z3
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New at Argonne: BLUE GENE/Q ,,

* Mira - Blue Gene/Q System
e 48 racks

48K 1.6 GHz nodes

768K cores & 786TB RAM

384 1/0 nodes

e Peak: 10PF

= Storage
— ~35 PB capacity, 240GB/s bandwidth (GPFS)
— Disk storage upgrade planned in 2015
e Double capacity and bandwidth

= New Visualization Systems
— Initial system in 2012

— Advanced visualization system in 2014

e State-of-the-art server cluster
with latest GPU accelerators

e Provisioned with the best available parallel analysis and visualization software
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BG/Q installed and running!
A GREEN Solution: Co

-Designed with IBM
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USA: Exascale RFI: Deep NDAs with Companies
to Explore Computing Technology for 2020

| -
: - Build/install Build/install
E Uﬁgfzon prototypes Exascale
znd
E Lya Ufmn | GoNoG & testbeds systems
0 N |
: oroposzls, * %

Start of Exascale Co-Design & Gritical Technologies Appllratuon | . Application Readiness
program Readiness | NNSAand SC Science
2012 | 2013 | 2014 | 2015 | 2016 2017 2018 2019 2020 2021
Table 1. Exascale System Goals
Exascale System Goal
Delivery Date 2019
Performance 1000 PF LINPACK and 300 PF on to-
be-specified applications

Power Consumption* 20 MW
MTBAT** 6 days
Memory including NVRAM 128 PB
Node Memory Bandwidth 4 TB/s
Node Interconnect Bandwidth 400 GB/s

storage or cooling systems.

*Power consumption includes only power to the compute system, not associated

**The mean time to application failure requiring any user or administrator action
must be greater than 24 hours, and the asymptotic target is improvement to 6 days
over time. The system overhead to handle automatic fault recovery must not reduce
application efficiency by more than half.

PF = petaflop/s, MW = megawatts, PB = petabytes, TB/s = terabytes per second,
GB/s = gigabytes per second, NVRAM = non-volatile memory.




What Did We Learn?
Maybe the Obvious... CPUs are Changing...

= Parallelism within a node is dramatically increasing
— System software will change

= Dynamic power management is critical to performance
— System software will change

= Distributed memory: cache coherence not power efficient
— System software will change

= Deep memory hierarchies: 3D local RAM and NVRAM
— System software will change

= Faults may increase
— System software will change

Phones lead, desktops follow?
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Parallelism
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Parallelism Has Suddenly Exploded
“The core is the new transistor” (new Moore’s law)
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With Intranode Parallelism Exploding,
How Do We Write Programs?

Pete Beckman Argonne National Laboratory 17



In-Socket Parallel Programming is a Mess:

IF

o o o
#pragma omp parallel for \ PRIVATE ° ° ° ° ° °
default(shared) private(i) \ SHARED ° ° ° °
schedule(static,chunk) \ DEFAULT ° ° °
reduction(+:result) FIRSTPRIVATE ° ° ° ° ° °
LASTPRIVATE o o
for (i=0; i < n; i++) REDUCTION . .
result = result + (a[i] * b[i)]);
COPYIN "] o
printf("Final result= %f\n",result); |ONT"WE °
SCHEDULE
ORDERED
float function FTNReductionOMP(data, size) —— ° ° o
float data(*)
it ;
I System Software Challenges:

= We do not yet have a good in-socket

!dir$ omp offload target(== =) in(size) in(data:length(size)) pa ra | IeI progra m mmg model

I$omp parallel do reduction(+:ret)
do i=1,size = New Programming Models & Languages

ret = ret + data(i) .
T Needed (OpenMP is a mess)

'$omp end parallel do = Memory mgmt for deeper hierarchies (3D

. scratchpad, cache, memory)

= OS that controls threads, tasks, and power
= How do we represent heterogeneous HW?



Rethinking the parallel abstract machine....

Pete Bec
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Reinventing Programming Models?

= |n this new world, we must reinvent our abstract machine
— Programmers have focused on “cores”, dividing work across cores

= We can’t program to an exponentially changing component... (num cores
— Only trees handle exponentially growing resources...

=  We must return to higher-level models

Fork-join
=1 parallelism

Courtesy Jack Dongarra:
=  Programming model cannot be based on parallelism after the fact (openMP)

— Coherence domains, sea of ALUs

— Charm++, CILK? Concurrent Collections? Functional Programming?

= System Software Challenge:
— Explore new abstract machine and programming languages, and run-time systems

Pete Beckman Argonne National Laboratory 20



Intranode Power Constraints and Cache
Coherence

Pete Beckman Argonne National Laboratory 21



e
Within the Node, What Else is Changing?

How Will System Software Manage CPUs?
How Will They Be Programmed?

* Single-thread
: Large-Core | Large-Core : performance

i

Infel: Knight’s Fery

+ Throughput

/2 performance
noom -

Borkar & Chien

U

Intel: SCC

#18

.
IBM: BG/Q \
Tilera: GX Dally: Echelon

S Pete Beckman Argonne National Laboratory 22
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Power, Parallelism, Coherence, Fault, Storage

System Software Challenges:
— Power must be a managed resource

e Dark Silicon: More functional units than can run at full speed
e Variable speed subcomponents
e New: Optimize perf for Thermal Design Point (TDP)

— Restructured node architecture

e Massive levels of in-package parallelism

e Variable coherence domains and intrasocket messaging

e Heterogeneous multi-core (graphics, compression, etc)
— Programming model for this?

— Complex fault behavior

* Single core could experience fault
e Need for fault domains

Pete Beckman Argonne National Laboratory 23



Total Power Consumption of 128 nodes [W]

BG/P & BG/Q Power Experiments
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Exploring Power on Intel Knights Ferry

.Intel SSSSZOSC mother board rH = 50% Tatm = 20.0 Dist = 0.5 Trefl = 20.0 £ = 1.00
*Two DO stepping KNF cards

*Cento OS 6.0

«alpha8-update
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Watt

Seeking to Isolate Components

manycore-heater: libc memcpy
(KNF -lapi-alpha8-update-2.0.2001-3)

L] —
L2 —
DDR ——

5 10 15 20 25 30 35
Sec

40

manycore-heater: traverse array - unicursal
(KNF Hlapi-alphaB8-update-2.0.2001-3)

Ll ——
2 ——
GDDR ———

[ o anl

Watt

5 10 15 20 25 30 35 40
Sec

=  Future manycore chips will permit many power modes and speeds per core

= System software needed to manage power

=  Goal:

— Create abstract machine model for power use (compiler, runtime, etc)

— Create dynamic power-aware run-time system
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Data Center Monitoring using Wireless Sensors

NO1 Temperature (degC) and Relative Humidity (%) vs. time 6
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Near Future Technologies
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3D Chip Stacking:
Really Fast, Really Close, Really Small

= On-chip RAM getting smaller WRT parallelism
= Bandwidth will be excellent

= Advanced memory operations possible

= Integrated NIC is the next step

= Explicit data movement within chip

= System Software Challenges
— Memory management, data movement
— OS that controls threads, tasks, and power

Univ of Michigan Micron HMC

“Early benchmarks show a memory cube blasting data 12 times faster
than DDR3-1333 SDRAM while using only about 10 percent of the power."

IBM
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University of Michigan

Centip3De System Overview
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130nm process
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28.4M device core layer

18.0M device cache layer
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ZeptoOS Project: Lightweight OS & Run-time

Virtual Address _ Random Memory Benchmark
TLB entries 900 ; ' ' ' '
I CNK
v 800 | [ Linux Big Memory
3 Linux 64KB(binding)
700 EEE Linux 64KB(nobinding) |
VM A S .v’,......
., L
Big Memory | ™. 600
4 3
400 |
PTEs
y 300
% 200
N
Kernel Memory 100+
0 32 1024 2048 4096 16384
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POP
) NEK5K
4096 -3.03% @ Linux with Big Memory 1000 F ~ - =
3 I o«
2048 -2.51% = CNK soo b ° 1 Linux Bigvemory
1024 -2.24% —
%) 8 N
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z° o
2 P 064% £
< 400
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64 | I 0.33% 200
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Exciting Times

= Parallelism within a node is dramatically increasing
— System software will change
= Dynamic power management is critical to performance
— System software will change
= Distributed memory: cache coherence not power efficient
— System software will change
= Deep memory hierarchies: 3D local RAM and NVRAM
— System software will change
= Faults may increase

— System software will change

Phones lead, desktops follow?
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What Does This Mean for Computer Science?
(and System Software)

= Parallelism: Sequential code is obsolete. Crazy amounts of parallelism
e SIMD, Vector, MIMD, etc
e We must revisit programming models, languages, invent new ways to express parallelism
e Advanced run-time systems to manage tasks and dependencies

= Dynamic power management: first class object in system software
e Performance is limited by Thermal Design Point (TDP)
e New algorithms to improve performance within TDP... New analysis techniques
e Power (speed) and dark silicon must be explicitly managed by system software
= Distributed memory: intranode programming must access remote data

e Combined with parallelism, programming model will manage data movement

= Deep memory hierarchies: 3D RAM, NVRAM on node

¢ |/O Forwarding inside the node
e New models for deep memory hierarchy

= Faults: Distributed computing arrives within the node

= Variable precision floating point: new numerical analysis and library designs
e Quantify precision and uncertainty
e Library interfaces to specify precision
e Hybrid algorithms based on precision, speed, power
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